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Sàrndal, 1980, 1982) including ratio and line-
ar regression estimators (Cochran, 1977), 
best linear unbiased estimators (Brewer, 
1963; Royall, 1970), and post-stratification 
estimators (Holt and Smith, 1979), are all 
based on assumed linear models. General-
ized Chain ratio in regression type estimator 
is efficient for estimating the population 
mean. This estimator uses two auxiliary vari-
ables. Several authors have worked on relat-
ed topic. The regression type estimators of 
the population mean or total    of  assume 
advance knowledge of either population 

ABSTRACT 
Generalized Chain ratio in regression type estimator is efficient for estimating the population mean. 
Many authors have derived a Generalized Chain ratio in regression type estimator. However, the com-
putation of its Mean Square Error (MSE) is cumbersome based on the fact that several iterations have 
to be done, hence the need for a modified generalized chain ratio in regression estimator with lower 
MSE. This study proposed a modified generalized chain ratio in regression estimator which is less 
cumbersome in its computation. Two data sets were used in this study. The first data were on tobacco 
production by tobacco producing countries with yield of tobacco (variable of interest), area of land and 
production in metric tonnes as the auxiliary variables. The second data were the number of graduating 
pupils (variable of interest) in Ado-Odo/Ota local government, Ogun state with the number of enrolled 
pupils in primaries one and five as the auxiliary variables. The mean square errors in the existing and 
proposed estimators for various values of alpha were derived and relative efficiency was determined. 
The MSE for the existing estimator of tobacco production gave six values 0.0080, 0.0079, 0.0080, 
0.0082, 0.0087 and 0.0093 with 0.0079 as the minimum while the proposed estimator gave 0.0054. 
The MSEs for the existing estimator for the graduating pupils were 20.73, 11.08, 7.49, 9.96, 18.50 and 
33.10 with 7.49 as the minimum while the proposed was 6.52. The results of this study showed that 
the proposed estimator gave lower MSE for the two data sets, hence it is more efficient. 
 
Keywords: Chain ratio; regression estimator: relative efficiency 

INTRODUCTION  
Regression estimation is a type of model 
assisted survey estimation approach. Model-
assisted estimation (Sârndal et al., 1992) 
provides inferences and the asymptotic 
framework which are design based, with the 
working model only used to improve effi-
ciency. Thus, the regression estimators are 
model assisted and design based, but not 
model dependent. Typically, the linear mod-
els are used as a working model in regres-
sion estimation. Generalized regression 
(GREG) estimators (e.g., Cassel et al., 1976; 
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mean    or total X of the auxiliary variable   . 
In the absence of such information a large 
one of size n′ is selected to observe x and 
thereby to estimate X while a subsample of 
size n is drawn to measure   . Thus the two-
phase regression type estimator of popula-
tion mean    is  
 
Suppose that information on yet another 
auxiliary variable z is available on all units of 
the population, with population mean   . 
Mohanty (1967) suggested the following 
regression in ratio estimator assuming that 
the population mean of the second auxiliary 
variable (z) is known; x being the first auxil-
iary variable. 
 
 
 
Motivated by Chand (1975) and Kiregyra 
(1984), Khare et al (2013) now proposed a 

generalized chain ratio in regression estima-
tor for population mean by using auxiliary 
characters which is given as follows: 

 
 
 
 
 

The obtained estimator uses an iterative pro-
cedure and continued with the process until 
it converges. This continuous iteration will 
take a lot of  time, hence the need to develop 
another estimator which will not require an 
iterative procedure and will satisfy all condi-
tions regardless of  the population. 
 
Using the large sample approximation, the 
expression for bias and mean square error 
(MSE) of  Khare et al (2013) estimator was 
given as follows: 
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At various transformation of       say 
       , the MSE becomes a chain ratio in re-
gression estimator 
         , the MSE becomes a product in re-
gression estimator 
        , the MSE becomes a regression esti-
mator 

METHODOLOGY 
Double Sampling Procedure 
Double sampling is a sampling method 
which makes use of  auxiliary data where the 
auxiliary information is obtained through 

sampling. More precisely, we first take a sam-
ple of  units strictly to obtain auxiliary infor-
mation, and then take a second subsample 
where the variable(s) of  interest were ob-
served. It will often be the case that this sec-
ond sample is a subsample of  the prelimi-
nary sample used to acquire auxiliary infor-
mation. 
 
Notations 
    – Population Size 
    – first phase sample size 
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    – second phase sample size 
    – variable of  interest 
         – Auxiliary variables 
             - population means 
           - sample means 
                  – coefficient of  variations 
    - regression coefficient 
    - correlation coefficient 
Derivation of  the Proposed Estimator 
Based on the notations and derivation of  
Khare et al. (2013), 
         , we have a ratio type square root 
transformation 
If         , we have a ratio type square trans-
formation 
At various transformation of    , certain con-
ditions about the population must be met, 
For example if        , the relationship be-
tween y and z must be highly positively cor-
related  
         , the relationship between y and z 
must be linearly and negatively correlated 
and if       or 2, the population must be 
skewed. Testing for various value of     in 
the population will take time and this condi-
tion about the population may be hypothet-
ical. 
 
Prasad (1989) proposed a ratio estimator in 

simple random sampling by introducing a 
shrinkage constant, the estimator was 

obtained to be 
 
 
 

 
Also Kadilar and Cingi (2005) also suggested 
the use of  Shrinkage constant for ratio esti-
mator in stratified random sampling the ob-

tained estimator was 
 
 

 
this work thereby introduced the constant to 
Khare et al (2013) estimator. Now the 

obtianed  

estimator for           is  
 

 
 
 

 
 
Singh (2003) defined 

  

 3 

X
x
ykyky rp  (5) 

RCstp yKy  (6) 



































 x
z
ZxbyKT yxP



(7) 

 3lP TKT 

,12 



X
x

and 14 



Z
z

  ,0 jE .4,3,2,1,0j

  ,11 22
0 yC

Nn
E 






    ,11 22

1 xC
Nn

E 





    ,11 22

2 xC
Nm

E 





    ,11 22

3 zC
Nn

E 





 

  ,11 22
4 zC

Nm
E 






    ,11

10 yxxy CC
Nn

E 





    ,11

20 yxxy CC
Nm

E 





 

13 
Z
z

  ,11
30 zyyz CC

Nn
E 






    ,11

40 zyyz CC
Nm

E 





    2

21
11

xC
Nm

E 





 

  ,11
31 zxxz CC

Nn
E 






    ,11

41 zxxz CC
Nm

E 





    zxxz CC

Nm
E 






 

11
32

  ,11
42 zxxz CC

Nm
E 






  and   2

43
11

zC
Nm

E 





 

J. Nat. Sci. Engr. & Tech. 2020, 19(1&2): 1-7 



 F. S. APANTAKU, O. M. OLAYIWOLA, A. O. AJAYI AND O. S. JAIYEOLA 

RESULTS AND DISCUSSION  
Two datasets were considered for numerical 
illustration in this study. The first dataset is 
the yield of  tobacco in tobacco producing 
countries in specified countries in the world 
for the year 1998 (variable of  interest), with 
area of  land and production in metric 
tonnes as the auxiliary variables. The second 

data were the number of  graduating pupils 
(variable of  interest) in Ado-Odo/Ota local 
government for the year 2006 in Ogun state 
with the number of  enrolled pupils in prima-
ries one and five as the auxiliary variables. 
Table 1 and 2 shows the descriptive statistics 
of  the datasets.  

 4 

Using large sample approximation to derive the bias and MSE 
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Where  10  K

Table 1: Descriptive statistics on the production of  tobac-
Parameters Y (Yield in Metric 

tonnes) 
X (Area in Hectares) Z (Production in 

Metric tonnes) 
N 106 106 106 

 m 80 80 80 

 n 50 50 50 
Mean (1st phase) 1.54 19743.78 52239.60 
Mean (2nd phase) 1.55 19948.94 20757.10 
Population mean 1.55 22169.73 50184.13 

Standard deviation 0.80 57916.08 253183.6 
Covariance 0.51 2.61 5.05 

178.0yx 143.0yz 97.0xz   824.2, XY                     ,                      ,                  , 
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Table 3 shows the Mean Square Error 
(MSE) and bias of  the proposed and exist-
ing estimators for the first dataset. As ex-
plained earlier the existing mean square er-
ror was derived using iterative procedures 
thereby resulting in different values of  
‘alpha’,     these values were used to ob-
tained the range of  MSEs, it was also plot-
ted in figure 1. The proposed method intro-

duced another constant which will not use 
iterative procedure and obtained a minimum 
MSE which is minimal than the minimum of  
the existing estimator. The minimum MSE is 
0.0079, which was obtained for the existing 
when the value of  alpha is 0.4. The proposed 
MSE is 0.0054. It can be seen that the pro-
posed MSE is lesser than the least of  the 
existing Khare et al (2013), thereby the pro-

 5 

Table 2: Descriptive statistics on number of  pupils in primary six, five and one 
Parameters Y X Z 

N 116 116 116 

 m 80 80 80 

 n 50 50 50 
Mean (1st phase) 88.73 77.66 70.05 
Mean (2nd phase)  75.9 69.4 65.18 
Population mean 88.10 76.03 69.58 

Standard deviation 68.65 54.30 39.09 
Covariance 0.78 0.71 0.56 

93.0yx 61.0yz 72.0xz   08.1, XY                 ,                 ,                 , 

Table 3: MSE of  the existing and the proposed estimator for the first dataset  

Αlpha Existing Proposed Relative Efficiency(100%) 
0.0 0.0080 0.0054 32.75 
0.4 0.0079 31.99 
0.8 0.0080 32.67 
1.2 0.0082 34.78 
1.6 0.0087 38.07 
2.0 0.0093 42.12 
Bias 2435.24 2035.25   

Table 4: MSE of  the existing and proposed estimator for second da-

  Existing Proposed Relative Efficiency(100%) 
0.0 20.73 

6.52 

68.54 
0.4 11.08 41.11 
0.8 7.49 12.88 
1.2 9.96 34.52 
1.6 18.50 64.74 
2.0 33.10 80.30 
Bias 0.99903 0.77  
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posed estimator is more efficient. The re-
sults in table 4 (second dataset) shows that 
minimum MSE is 7.49, which was obtained 
for the existing when the value of  alpha is 
0.8. The proposed MSE is 6.52. It can be 
seen that the proposed MSE is lesser than 
the existing estimators; therefore the pro-
posed estimator is more efficient. 
 

CONCLUSION  
A shrinkage generalized chain ratio in re-
gression estimator for population mean has 
been proposed and its properties have been 
studied. Comparative study of  the proposed 
estimator has been made with existing 
Khare et al. (2013). From the numerical ex-
amples, we infer that the proposed estima-
tor is more efficient than the existing esti-
mator by Khare et al. (2013), as the mean 
squared errors of  the proposed is minimal 
than the mean squared errors of  the exist-
ing estimator by Khare et al. (2013).  The 
shrinkage constant “K” that was introduced 
eliminated the iterative procedures used to 
obtain “alpha” which was introduced by 
Khare et al. (2013). Proposed estimator 
since does not require iterative procedure. 
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