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to the occupants. It is responsible for about 
55% of the total background radiation expo-
sure of the general public. Globally, there is 
increasing awareness of the potential health 
risks associated with elevated levels of in-
door radon. Indoor radon has been estab-
lished as an important risk factor associated 
with lung cancer in the exposed individuals 
(UNSCEAR, 2000). 
 
Indoor radon concentration (RC) is influ-
enced by several parameters, including exha-
lation rates from surfaces of wall, roof and 

ABSTRACT 
Temporary variations in indoor radon data (IRD), comprising radon concentration (RC), air tempera-
ture, relative humidity and barometric pressure were monitored hourly over a period of two months in a 
bungalow house in Abeokuta, Nigeria. A total of 1510 data was assembled and analyzed statistically 
using Shapiro-Wilk for normality test, response surface method (RSM) and adapted response surface 
method (ARSM) to investigate and model the influence of the meteorological parameters on the varia-
tions of RC in indoor air. The overall results showed that RC varies widely over time and correlates 
positively with relative humidity and temperature, but negatively with barometric pressure. Specific 
results of the two response surface methods were compared and contrasted and the multiple linear 
regression model of the ARSM was highlighted and established as the appropriate method for analyz-
ing IRD. ARSM was presented in an easily reusable form that can easily be adopted by researchers 
and data analysts. 
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INTRODUCTION 
Radon is a dense, colourless and odourless 
but radioactive gas that occurs ubiquitously 
in all natural environments. Its primary 
source is rock and soil grains where it is 
produced during the decay of its immediate 
precursor (radium). Following its produc-
tion in the soil, radon is normally trans-
ported into air by diffusion or pressure-
driven convective means. Radon is relatively 
low in outdoor air but in indoor environ-
ments it can accumulate to concentrations 
which can pose significant radiological risks 
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floor; concentrations of 226Ra in underlying 
soil and building materials, and their poros-
ities; dwelling ventilation rates; and mete-
orological parameters (Seftelis et. al, 2007). 
Variability in these parameters may result in 
large variations in the indoor radon values, 
and it is an area of important research inter-
est (Seftelis et al, 2007; Chege et al, 2009). 
Chege et al (2009) found that the influence 
of meteorological parameters on indoor 
radon is more than the influence of the type 
of building. It has also been documented 
that indoor radon concentration correlates 
negatively with air temperature and posi-
tively with relative humidity (Ramola et al, 
2000). In the present study the temporal 
variations in RC, air temperature, relative 
humidity and barometric pressure were 
monitored hourly over a period of two 
months in a bungalow house in Abeokuta, 
Nigeria. To the authors’ knowledge, no 
study on the relationships between RC and 
meteorological parameters has been re-
ported from any part of Nigeria. Abeokuta 
is a town in the southwestern part of Nige-
ria. It is generally underlain by granitic 
rocks, with many rock outcrops. In the local 
language of the inhabitants, Abeokuta 
means “beneath (or underneath) stone (or 
rock)”. Radon precursors (Radium, Tho-
rium and Uranium) are generally more 
prevalent in granitic formations than in 
sedimentary formations (UNSCEAR, 2000; 
Chege et al, 2009). 
 
In the present study, RC was measured si-
multaneously with the meteorological pa-
rameters of interest, i.e., temperature, pres-
sure, and relative-humidity using a radon 
measuring device. All the output parameters 
of the measuring device were treated as in-
dependent variables and subjected to rele-
vant statistical tests, with a view to investi-
gate their relative importance on the meas-

ure RC values. Adapted Response Surface 
Method (ARSM) is a “refinement” over the 
popular Response Surface Method (RSM) 
(Box et al, 2005; Fnides et al, 2011; Gelman, 
2006; Gilmour, 2006; Khuri and Muk-
hopadhyay, 2010; Moghadam and Khajeh, 
2011; Nicolai and Dekker, 2009). It has some 
robust properties to usurp the presence of 
outliers and influential data entries (Stevens, 
1984; Tan, 2006; Wong, 1994). It is envis-
aged that its application in this work will 
provide more insight into the influence of 
meteorological parameters and the other 
variables on RC in indoor air better than 
what has been obtained in previous studies, 
e.g. in Chege et al (2009). 
 

MATERIALS AND METHODS 
In this study the temporal variations in the 
IRD and other meteorological parameters 
were monitored in a bungalow of four bed-
rooms and one sitting room in Abeokuta, 
Nigeria. Only one bedroom was selected for 
continuous hourly monitoring over a two 
months and three days period (63 days). The 
room is about 3x3x4 m3 and has three large 
sliding glass windows for ventilation. The 
walls are made from cement blocks and the 
floor is made of polished granite stones.  
 
RCs were measured using a commercial de-
vice called Radon Scout Plus (SARAD 
GmbH Wiesbadener Straβe 1001159 Dres-
den Germany). This device contains a solid 
state silicon detector that detects the alpha 
particles emitted by radon (and its decay 
products) following the passive diffusion of 
radon-laden air into the device’s diffusion 
chamber. The radon detector is equipped 
with sensors to measure other meteorologi-
cal parameters, including air temperature 
(oC), Relative-Humidity (%) and Pressure 
(mbar), simultaneously along with the RC 
(Bq/m3). The output of the radon detector 
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also includes percentage error (%) associ-
ated with each value of RC, Tilt (an indica-
tion of relative movements of the device 
while in operation) and Region of interest 
(ROI), which is also a measure radon 
expsure. 

 

RESULTS AND DISCUSSION 
Characteristics of the Indoor Radon Data 
A total of 1510 IRD was assembled over a 
period of 63 days. It was observed that in-
door RC varied widely over time. A sum-
mary of the IRD obtained over this period is 
presented in Table 1.  

Table 1. Summary of the raw IRD obtained from the survey  

Variable Radon 
concentration 
(Bqm-3) 

Error 
(%) 

Temperature 
(oC) 

Relative 
Humidity 
(%) 

Pressure 
(mbar) 

Tilt 
(Count) 

Roi 
(Count) 

Minimum 0.0 0.0 15.5 28.0 992 0.0 0.0 
1st Quartile 9.0 26.0 25.5 78.0 996 0.0 1.0 
Median 18.0 45.0 26.0 80.0 997 0.0 2.0 
Mean 40.8 48.4 26.0 78.7 998 0.3 4.5 
3rd Quar-
tile 

55.0 71.0 27.0 82.0 998 0.0 6.0 

Maximum 346.0 100.0 29.0 94.0 1023 39.0 38.0 

Test for normal distribution of the  
variables  
In order to check if the variables conform 
to normal distribution assumptions accord-
ing to Osborne and Waters (2002), normal 
distribution tests were carried out on the 
data, comprising radon concentration 
(Radon), error of radon concentration 
(Error), temperature (Temp), relative hu-
midity (RelHum), barometric pressure 
(Pres), Tilt and ROI. The qqnorm () plots 
(Figure 1) and the Shapiro-Wilk normality 
tests (Table 2) show that all the variables are 
normally distributed, albeit with various de-
grees of deviations. Error had the highest 
normality trait, followed by RC, ROI, 
Temp, Pres, RelHum, and Tilt, respectively. 
The p-values also demonstrate that the re-
sults are sufficiently unlikely to have oc-
curred by chance, i.e. they are statistically 
significant (Crawley, 2007). 
 
 Linear relationship between radon con-

centration and other variables  
Correlation tests were conducted to investi-
gate the pair-wise relationships between the 
variables. The linear relationship plots 
(Figure 2) and the corresponding correlation 
matrix table (Table 3) show that RC corre-
lates positively with ROI, relative humidity, 
and temperature, but negatively with baro-
metric pressure, error and tilt. The results of 
relationships between RC and the meteoro-
logical parameters are in agreement with 
those reported by Ramola et al (2000) in 
some parts of India.  
 
The strong correlation between RC and ROI 
is understandable since ROI is invariably a 
measure of RC over a specified time. Conse-
quently there should be no need to include 
ROI in future statistical analysis of IRD. The 
error, on the other hand, is the uncertainty 
(in %) in the measurement of RC value. 
 
The plot of RC against Error gives a curve as 
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the line of best fit and suggests the presence 
of an intrinsic model as shown on figure 2. 
The inclusion of Error as a variable is there-
fore justified, also because a large number 
of the readings have 100% errors and hence 
it is a “quality assurance measure” to in-
clude it in the list of independent variables. 

It is also observed that only Error and Temp 
are devoid of outliers. All the other variables, 
including Radon concentration have outliers, 
and consequently the medians of those with 
outliers are the reliable measures of their 
central tendencies (Velleman and Hoaglin, 
2004). 

Figure 1: The qqnorm() plots of RC, Error, Temp, RelHum, Pres, Tilt and Roi, respectively    
                in horizontal order. 

Table 2. The results of the Shapiro-Wilk tests of normality on all variables. 

Variable W p-value 

Radon concentration 0.7472 <2.2 e-16 
Error 0.9145 <2.2 e-16 
ROI 0.7455 <2.2 e-16 
Tilt 0.1353 <2.2 e-16 
Pressure 0.6192 <2.2 e-16 
Relative Humidity 0.5566 <2.2 e-16 
Temperature 0.7132 <2.2 e-16 
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Figure 2: Correlation between pairs of the IRD, showing lines of best fit. 

Table 3: Correlation matrix for the variables in IRD 

  Radon 
concentra-
tion 

Error Temperature Relative 
humidity 

Pressure Tilt ROI 

Radon 
concentration 

  
1.0000 

  
-0.2304 

  
0.1798 

  
0.2775 

  
-0.2615 

  
-0.0825 

  
0.7175 

Error -0.2304 1.0000 -0.0037 -0.0022 -0.0084 -0.0096 -0.1723 
Temperature 0.1798 -0.0037 1.000 0.6128 -0.6868 -0.2841 0.1801 
Relative 
humidity 

  
0.2775 

  
-0.0022 

  
0.6128 

  
1.0000 

  
-0.7238 

  
-0.3957 

  
0.2594 

Pressure -0.2615 -0.0084 -0.6868 -0.7238 1.0000 0.2860 -0.2402 
Tilt -0.0825 -0.0096 -0.2841 -0.3957 0.2860 1.0000 -0.0815 
ROI 0.7175 -0.1723 0.1801 0.2594 -0.2402 -0.0815 1.0000 
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Statistical Analysis 
Response Surface Method (RSM) 
Response Surface Method (RSM) is the ap-
proximate technique whenever there are no 
models capturing the relationships between 
a response and other variables (Gilmour, 
2006). A review of RSM can be found in 
Khuri and Mukhopadhyay (2010). The RSM 
was adopted in the present study consider-
ing that there were no existing models gov-
erning the relationship between radon con-
centration and the variables of interest. 
The RSM was carried out to model the rela-
tionships between RC and the other vari-
ables based on the entire (raw) IRD, i.e. 
without sampling. The relevant statistics 
were obtained by executing the following 
operation: 
 
 Call: 
lm(formula = (Radon ~ Error + Temp + 
RelHum + Pres + Tilt + Roi),     data = 
radon)  
This gives the residuals:  -178.882; -21.170; -

1.142; 12.297; and 239.723 corresponding to 
Min, 1stQ, Median, 3rdQ, and Max, respec-
tively. The coefficients and other statistics 
are given in table 4. 
 
Results of the flat surface model of the IRD 
(without sampling) on R were obtained and 
coefficients were fitted to a model equation: 
 
Radone= 918.40279 – 0.17806Errore – 
1.08973Tempe + 0.46947RelHume – 
0.90666Prese + 0.27732Tilte + 6.0852Roie
     
    (1) 
Table 4 shows that the variables with the 
least significance to the model are Tilt and 
Temperature, which means that the two vari-
ables could be eliminated with the least ef-
fect on the model. This is in agreement with 
the result of correlation presented earlier 
(Table 3). 
  
Adapted Responsive Surface Method (ARSM) – 
Reclassification to obtain class representatives:  

Figure 3: Scatter plot of the response (Radon concentration) against Percentage Error  
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The use of the word “Adapted” in this 
work was justified by reclassifying the IRD 
such that the cases in each class are as ho-
mogenous as possible, with respect to the 
time of the day when the variables were 
measured during the period of the study. 48 

classes were obtained altogether (with each 
having 30 or 32 cases). A case capturing the 
central tendencies of each class was chosen 
to represent it, using the means/medians of 
the variables. Summary of the first class is 
illustrated in table 5. 

Table 4 Result of the flat surface model of the IRD (without sampling) 

  Estimate Std. Error t value Pr(>|t|) 

Intercept 918.40279 361.52306 2.540 0.01117* 

Error -0.17806 0.02734 -6.512 1.01e-10*** 

Temp -1.08973 0.75907 -1.436 0.15132 

RelHum 0.46947 0.16617 2.825 0.00479** 

Pres -0.90666 0.34644 -2.617 0.00896** 

Tilt 0.27732 0.42551 0.652 0.51467 

Roi 6.08520 0.16878 36.055 <2e-16*** 

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Residual standard error: 34.8 on 1503 degrees of freedom 

Multiple R-squared:  0.5388,    Adjusted R-squared:  0.5369 

F-statistic: 292.6 on 6 and 1503 DF,  p-value: < 2.2e-16 

Table 5 Summary of the first class (class1) of the IRD 

Variable Radon 
Concen-
tration1 
(Bqm-3) 

Error1 
(%) 

Temperature1 
(oC) 

Relative 
Humidity1 
(%) 

Pres-
sure1 
(mbar) 

Tilt1 
(Count) 

ROI1 
(Count) 

Minimum 0 0 19.5 24.5 993 0 0 

1st Quartile 0 0 25.0 32.8 997 0 0 

Median 9 43.0 26.0 78.0 998 0 1.0 

Mean 33 47.0 26.0 64.6 999 1.3 3.6 

3rd Quar-
tile 

46 78.3 26.1 82.0 999 0 5.0 

Maximum 182 100.0 28.5 92.0 1023 23.0 20.0 
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Consequent from table 5, the class1 repre-
sentative values are; Radon1 = 9 Bqm-3; 
Error1 = 43%; Temperature1 = 26oC; Rela-
tive humidity = 78%; Pressure1 = 998mbar; 
Tilt = 0; and ROI1 = 1. 
 
By continuing in this fashion 48 cases were 
obtained, and the remaining 5 cases, to 
make up 53  needed for the appropriate 
plan for the ARSM (Cochran and Cox, 
1957) were also obtained through random 
sampling (Lunneborg, 2007). Summary of 
the data for the 53 cases is shown in Table 
6. 
 
Adaptively; Radon concentration, being the 
response, does not need to be coded. As for 
the remaining six, the following coding 
technique was adopted: 
 

 Coding(Error)=     (2)  
 
 

Coding(Temp)=       (3) 
 
 

Coding(RelHum)= (4) 
 
 

    Coding(Pres)= (5) 

1, 46.6
1, 46.6c

Error
E

Error
 

 

1, 26.37
1, 26.37c

Temp
T

Temp
 

 

1, Re 80
1, Re 80c

lHum
R

lHum
 

 

1, Pr 997
1, Pr 997c

es
P

es
 

  

   

Coding(Tilt) =    (6) 
 
 

Coding(Roi)=    (7) 
 
A more appropriate coding system can be 
generated using R and the fact that the fitting 
of a polynomial can be treated as a particular 
case of multiple linear regression (Cochran 
and Cox, 1957), for instance a flat surface 
regression of representative IRD, on R was 
obtained by executing the following opera-
tion: 
 
Call: 
lm(formula = Radon ~ Error + Temp + 
RelHum + Pres + Tilt + Roi) 
 
The above operation results in the following 
coefficients: 
 
Intercept = -1.077e+03; Error = -6.027e-02; 
Temp = 2.900e+00; RelHum = 3.707e-01; 
Pres = 9.796e-01; Tilt = -1.355e+00; Roi = 
8.732e+00. 
 
Also see the corresponding analysis of vari-
ance, which is presented in table 7, and the 
associated plots in figure 4. 

1, 0
1, 0c

Tilt
Tilt


 

 

1, 2
1, 2c

Roi
Roi


 

  
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Table 6 Summary of the 53 cases needed for the appropriate plan for the ARSM.  

Variable Radon 
Concentra-
tion 1 
(Bqm-3) 

Error1 
(%) 

Tem-
perature
1 
(oC) 

Relative 
Humidity1 
(%) 

Pressure1 
(mbar) 

Tilt1 
(Count) 

ROI1 
(Count) 

Minimum 0 0 17.0 34.0 993.0 0 0 
1st Quartile 9 24 25.9 77.0 996.0 0 0 
Median 18 41 26.5 80.0 997.0 0 2.0 
Mean 47 47 26.4 78.7 997.5 0.2 5.1 
3rd Quartile 64 71 27.0 82.0 998.0 0 7.0 
Maximum 282 100 29.0 86.0 1023.0 5.0 34.0 

Table 7. Analysis of variance for the flat surface regression 

Response: Radon 

  Df Sum Sq Mean Sq F Value Pr(>F) 
Error 1 14921 14921 87.7316 3.127e-12*** 
Temperature 1 7539 7539 44.3302 2.972e-08*** 
Rel Humidity 1 20186 20186 118.6918 2.488e-14*** 
Pressure 1 1103 1103 6.4833 0.014303* 
Tilt 1 1962 1962 11.5357 0.001417** 
Roi 1 140480 140480 825.9946 <2.2e-16*** 
Residuals 46 7823 170     

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 

Figure 4: Plots associated with the flat surface regression 
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A flat surface regression of representative 
IRD on R was obtained and the coefficients 
were fitted to a model equation; 
Radon= -1077 – 0.06027Error + 2.9Temp 
+ 0.3707RelHum + 0.9796Pres – 1.355Tilt 
+ 8.732Roi 
     
     (8) 
 
There is no distribution between the Re-
siduals and the Fitted Radon concentra-
tions, a horizontal line was given as the line 
of best fit (Residual vs. Fitted, see figure 4), 
The (Normal Q-Q) plot shows that the 
standardized residuals are approximately 
normal with mean 0 and a very low vari-
ance. The (Scale-Location) plot shows the 
existence of a quadratic model between the 
square-root of the standardized-residuals 
and the fitted (Radon) values. This may 
mean that there is the need to adjust the 
equipment (Radon Chamber) a “little” or to 
use another scale, either for Radon concen-
tration or the other variables. In this respect 
the duration of measurement could be in-
creased to three (3) hours for instance. 
 
ARSM also shows that Tilt is actually not 
contributing much to the fitted model and 
could be jettisoned. But the result of RSM 
suggesting that Temp could be jettisoned is 
not corroborated by ARSM. Also, in agree-
ment with previous studies, e.g. Ramola et 
al (2000), ARSM result that Pressure may be 
set aside is not supported by RSM. Finally, 
the R-statistics (i.e. multiple R-squared and 
adjusted R-squared) indicate that only about 
54% of the fitted values actually fell on the 
model and the F-statistic (Fcal = 292.6) is 
highly significant when compared with F(6, 

, 99%) = Ftab = 2.80 (i.e. rejecting the 
goodness of the fit). 
  
 



CONCLUSION 
In this work, the robust features of Adaptive 
Response Surface Methodology (ARSM) as a 
tool for predicting the relationships between 
indoor radon concentration and meteoro-
logical parameters were exploited and re-
vealed. The ARSM predicts strong relation-
ships between indoor radon concentration 
and both Relative humidity and Tempera-
ture, and that barometric pressure has no 
significant influence on the indoor radon 
concentration. Although there are partial 
agreements between the results of the RSM 
and ARSM, they are at variance in their pre-
dictions concerning the significance of the 
influences of Temperature and Barometric 
Pressure on indoor radon concentration. 
However, the ARSM shows better agree-
ment with the results reported by other re-
searchers from previous experimental inves-
tigations. The ARSM has therefore been pre-
sented as a viable quantitative method for 
predicting the relationships between vari-
ables in IRD. 
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