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Linear Discriminant Functions (LDF) or ho-
moscedastic discriminant function (derived 
from the assumption of homoscedasticity of 
the variance-covariance matrix). 
 
In this study, estimation of the stability 
(determined as a measure of within sample 
variability) in the error rates of the different 
models under consideration is of interest. 
This is an overall indicator of the perform-
ance of the discriminant function. 
 

ABSTRACT 
In this study the stability of the observed error rates of the homoscedastic discriminant function relative 
to the number of parameters in the model using simulated data from multivariate normal populations 
was investigated.   Three models were considered, the four, six and eight variables models, each hav-

ing four values of the separator function ( ). Equal and unequal prior probabilities were considered 
for the different number of parameter and separator function configurations. The asymptotic perform-
ance of the models was considered using the cross validation error rate estimation procedure. Results 
indicate the six variable models as being more stable (displaying less variability in the estimated error 
rates) than the other models under consideration. Less deterioration was observed for the six-variable 
model specification as was evident in the other models and this was more pronounced for smaller 

values of . 
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INTRODUCTION 
Given two or more groups of populations 
and a set of associated variables, one wants 
to locate a subset of the variables and asso-
ciated functions of the subset that leads to 
maximum separation among the centroids 
of the groups. The exploratory multivariate 
procedure of determining variables and a 
reduced set of functions called discrimi-
nants or discriminant functions is called 
discriminant analysis. Discriminants that are 
linear functions of the variables are called 
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Observations are drawn from two multi-
variate normal populations (groups)                    

( ). The mean vectors of  

and  are given as 

and  respectively and 
both matrices have identity variance covari-

ance structures  and
. The performance of the function is not 

dependent on the location of  in the 
mean vector. Under a homoscedastic nor-
mal model for the group conditional distri-
butions of the feature vector X on an entity, 
it is assumed that 
 

                               (1) 
 
The ith group-conditional density

 is given as  

 
      

                    (2) 

where  consists of the elements of  

and the distinct elements of 

. The square root of the Mahalanobis 
distance is predetermined as 1,3,5 and 7 us-
ing 

      (3) 
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MATERIALS AND METHODS 
The Model 
In the classical homoscedastic model, the 
likelihood ratio classification function for an 

observed vector  is derived as 

                      (4) 

We assign a new p-variable observation  

to  if 

(other-

wise assign to )                   (5) 

 (
1, 2) is the prior probability of an observed 
vector coming from population i and 

C is the cost incurred when an ob-

servation from  is classified as having 

come from ( ), . Thus 

. In this study, we as-

sume equal cost of misclassification and 
reduces to the log of the  ratio of the prior 
probabilities.  
 
It may be remarked that a Bayes rule may 
result in a large probability of misclassifica-
tion and several attempts have been made to 
overcome this difficulty. When prior prob-
abilities are known, the Bayes rule is opti-
mum in the sense that it minimises average 
expected cost (Giri - 2004). 
 
For an observed vector x, if the plug-in rule 
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is given as , this provides a good 

approximation to the Bayes rule if 

is a good estimate of .  is the 
classification rule obtained when sample 

estimates  of  and of 

 are plugged into (5). 
The probability that a randomly chosen en-

tity from is allocated to on the ba-

sis of  , has an error rate specific 
to the ith group as 

 ( ) 
          (6) 
 
And the overall error rate is 

       (7) 

where is as earlier defined. 
In using error rates to measure the perform-
ance of a sample-based allocation rule, it is 
the conditional error rates that are of pri-
mary concern once the rule has been 
formed from the training data (Johnson and 
Wichern-1998). 
The overall error rate for equal priors, is 
given by 

                               (8) 
where 

       (9) 

and   is as earlier defined. 
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If the dimension p is small, the sample sizes 
n1, n2 occurring in practice will probably be 
large enough to apply this result. However, if 
p is not small, extremely large sample sizes 
will probably be required to make this results 
relevant (Giri 2004). 
 
The leave-one-out (cross validation) error 
rate estimation procedure of Lachenbruch 
and Mickey (1968) is used as the perform-
ance evaluator for the models under consid-
eration. 
 
The simulation study 
From (7), we can determine approximately 

how large n must be for a specified  and 
p in order for the unconditional error rate 
not to exceed too far the best obtainable as 
given by the optimal error rate. Indeed, if n 
is small, then for p>1, the error rate is not 
far short of ½, which is the error rate for a 
randomized rule that ignores the feature vec-
tor and makes a choice of groups according 
to the toss of a coin (McLachlan – 1992). 
 
The sample sizes have to be specified, here 
we set the 21 values of n1 at 25, 50, 75, 100, 
200, 300, 400, 500, 600, 700, 800, 900, 1000, 
1100, 1200, 1,300, 1400, 1500, 2000, 2500, 
3000 respectively. The size of n2 is decided 
by the predetermined sample size ratios 
n1:n2. The ratios are 1:1 and 1:2 thus deter-
mining the prior probabilities to be consid-
ered. 

Numerical values were assigned to , the 
group centroid separator factor and Maha-
lanobis’ distance determinant. These are 1, 3, 
5 and 7 respectively. 
 
The number of variables in the multi-normal 
distributions to be generated is predeter-
mined as 4, 6 and 8 following Murray (1977) 
that considered the selection of variables in 
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Discriminant Analysis. By making 100 repli-
cates we aim at attaining an accurate esti-
mate of the misclassification rate by reduc-
ing the between sample variability.  
 
Hence 100 samples of random variates of 
the required specification are generated, and 
the analysis is carried out on the 100 sam-
ples. Thus resulting in 2,100 samples for 
each sample ratio consideration and four 

values of . This gives a total of 4200x4 
(16,800) samples of various sizes. The error 
rate estimates are then averaged over the 
number of replicates.  
 
The SAS V8 (1996) package was used for 
generating the matrices from a N (0,1) dis-
tribution for the predetermined models. 
Independent series of normal deviates of 
required length are drawn and then trans-
formed (standardized) to have unit variance 
and zero covariance.  
Similar simulation experiments had been 
constructed by Marks and Dunn (1976) and 
He and Fung (2000). These did not con-
sider variable effects and number of repli-
cates and sample sizes not this many. 
 
Results of simulation 
The total probability of misclassification, 
standard deviation and coefficient of varia-
tion are presented as decimals. The results 
of the simulation are presented in a series of 
figures The first set (1.1 to 1.6) present the 
results for the four variable model with 
equal prior probability scheme presented in 

figs 1.1 to 1.3 for different values of . 
Figures 1.1 to 1.3 are the total error rates, 
the standard deviation (SD) and coefficient 
of variation (CV) respectively. 
 
Figures 1.4 to 1.6 present the same results 
for the unequal prior probability (n1:n2 = 





1:2). The second series of figures are for the 
six (6) variable model and are presented in 
the same format (that is equal and unequal 
prior probabilities) as figures 2.1 to 2.3 and 
2.4 to 2.6 respectively. The last series of fig-
ures are for the eight (8) variable model and 
are presented in the same sequence as figures 
3.1 to 3.6 respectively. 
 
 In the equal prior scenario, for the four vari-
able model, error rates are less stable for the 
smaller sample sizes than for the larger sam-
ple sizes as evidenced in the coefficients of 
variation recorded. Stability in the error rates 

deteriorates remarkably asymptotically as  

increased from 1 to 7 and worsens when 
=7 when the samples are so far apart that it 
does not justify the use of a classification 
function. 
 
Changing the number of variables in the 
model to six resulted in some observable 
difference in the performance of the LDF. A 

reduction in error rate for the respective 

values was recorded. When =1, the val-
ues recorded for the standard deviation were 
consistently lower than those for the mean 
total error rate. The reduction of the CV is 
rapid. The highest value of 35.8% error rate 
was observed for sample size 50 (ratio 1:1) 
and the smallest recorded was 18.59% for 
sample size 6000 (ratio 1:4). Reduction in 
error rates was more rapid for ratio 1:1 than 

for 1:2.  When compared with =1 (p=4 
variables), the minimum and maximum re-
corded values are quite close. The four vari-
able model (p=4) had values 33.76 and 
18.6% for maximum and minimum misclas-
sifications respectively. 
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When =3, the relationship between the 
mean error rates and CV is reversed (CV 
records higher values). The maximum error 
rate of 8.26% was recorded for sample size 
50 (ratio 1:1) and the CV results recorded a 
maximum of 101.29% for sample size 1800 
(ratio 1:2).The recorded error rates are how-
ever much lower than was earlier recorded 

for lower values of (especially when 
viewed in comparison with the four variable 

linear models). When =7, the values of 
CV are much higher than earlier recorded as 
a result of the high reduction in mean error 
rate; although little improvement was ob-
served across sample sizes, the function re-
corded near zero misclassification rates. 
 
When the number of variables is increased 
to eight (p=8), the observed pattern is simi-
lar to the pattern observed for P=6 with the 
mean error rates recording higher values 

than the CV for lower values of .The 
maximum value of mean error rate ob-
served is 36.67% for sample size 50 (ratio 
1:1) and reduction in CV is not as rapid as 
earlier recorded and the reduction in mean 
error rate is much more gradual than earlier 
observed. 
 

At =3, the values of CV are larger than 
the mean error rate except at the tail end of 
the curves. A maximum error rate of 8.2% 
is recorded for sample size 50 (ratio 1:1) 
However, the asymptotic reduction in CV is 

no longer observed for =5. Here, an 
initial reduction is observed after which the 
values stabilizes. The mean error rates are 
close to zero. 
 
 













Improvement in the performance of the 
function is more pronounced for the eight 
variable model than the four variable case. 
Maximum error rate of 0.256% was ob-
served for sample size 100 (ratio 1:3) and 
minimum value of 0.102% for sample size 50 

(ratio 1:1) was observed for =6 for 
=7, the values were 0.044% for sample size 
50 (ratio 1:4) and minimum value of 0.014% 
for sample size 50 (ratio 1:1). 
 

DISCUSSION 
There appears a turning point in the reduc-
tion in the mean error (or misclassification) 
rates as well as improvement in their stability 
beyond p = 6. This is suggesting that not 
more than six variables should be included in 
discriminant analysis even when the sample 
size is as large as 15000. A reasonable corol-
lary to this finding is the plausible conclusion 
that the smaller your sample sizes the fewer 
should be the number of variables. This de-
cline in stability of observed error rates is 

observable for higher values of  with 
=7 recording much higher instability than 

=5.  
 
Also, increasing the sample size will cease to 
result in an improvement in the performance 
of the function once a thresh-hold is 
reached, beyond which, there is nothing to 
be gained by any further increase even to 
values that give sample estimates that would 
equal the population parameters. 
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CONCLUSION 
These inconsistencies in the behaviour of 
average error rates are the observed deterio-
ration in the stability of the error rates as p 
changes from 6 to 8 suggest that there is a 
turning point between p = 6 and p = 8 in 
the relationship between the number of 
variables and the magnitude of error rates 
and their variation. This is most plausible at 
p = 7.  This pattern was observed for the 

different values of that we considered.  
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